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2022: Transformers are eating Deep Learning
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"Transformers are emerging as  
a general-purpose architecture for ML" 

https://www.stateof.ai (2021) 

RNN and CNN usage down, Transformers usage up! 
https://www.kaggle.com/kaggle-survey-2021

BLOOM

https://www.stateof.ai/
https://www.kaggle.com/kaggle-survey-2021


Transformer models in the wild



Hugging Face: the largest collection of open source models 
https://huggingface.co

220K pre-trained models 
(NLP, CV, Speech, etc.) 

40K datasets 

25+ ML libraries: Keras, spaCY, 
Scikit-Learn, fastai, etc. 

10K organizabons 

500K+ users daily 

 
  

https://huggingface.co


Hugging Face at a glance
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Expert Acceleration Program 
https://huggingface.co/support 

• Building quality datasets for Q&A, instruction following, etc. 
• With your own data 
• With prompts/answers from other models 

• Deduplicating data, a key performance factor for LLMs 
• Selecting the right model architecture 
• Fine-tuning models efficiently (PEFT, LoRA) 
• Selecting hyper parameters 
• Evaluating model quality 
• Optimizing model latency in production

https://huggingface.co/support


2023: Generative AI is hungry!



Generative models in the wild



BLOOM: open-source alternative to GPT-3

https://bigscience.huggingface.co 
  

https://huggingface.co/bigscience/bloom 

1.5TB of text, 350B tokens 
 

43 languages, 16 programming languages  

118 days of training on 384 A100 GPUs 
(public cluster)

Smaller versions are available : 560M, 1.1B, 1.7B, 3B, 7.1B 

BLOOMZ models (same sizes) are fine-tuned for instruction following 
https://huggingface.co/bigscience/bloomz 

https://bigscience.huggingface.co
https://huggingface.co/bigscience/bloom
https://huggingface.co/bigscience/bloomz


BigCode: open-source LLMs for code generation

 
Dataset: https://huggingface.co/

datasets/bigcode/the-stack 

2.9TB of deduplicated code 

https://www.bigcode-project.org 

Model: https://huggingface.co/bigcode/starcoder  
https://arxiv.org/abs/2305.06161  

 
15.5B parameters, 1T tokens, 80+ languages 

8K context 
26 days of training on 512 A100 GPUs (AWS) 

https://huggingface.co/datasets/bigcode/the-stack
https://huggingface.co/datasets/bigcode/the-stack
https://huggingface.co/datasets/bigcode/the-stack
https://www.bigcode-project.org
https://huggingface.co/bigcode/starcoder
https://arxiv.org/abs/2305.06161


Financial LLM case study: BloombergGPT 
https://arxiv.org/abs/2303.17564 

• Bloomberg is a long-time customer of Hugging Face 
• They built a 700B token dataset (general-purpose and financial) 
• They evaluated different models and picked BLOOM as a starting point 
• Based on dataset size and compute budget, they rescaled BLOOM to an optimal 50B 

parameters 
• They used our Expert Acceleration Program (EAP) to get deep, first-hand expertise 

on customizing BLOOM for their own purposes: model architecture, hyper 
parameter selection, etc. 

• They trained the model on AWS (64 instances, 512 A100 GPUs) for 52 days.

https://arxiv.org/abs/2303.17564


Open Large Language Model leaderboard
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard 

4 key benchmarks from the Eleuther AI Language Model Evaluation Harness

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://github.com/EleutherAI/lm-evaluation-harness


GenAI use cases



Example: text-to-image generation 
https://huggingface.co/spaces/runwayml/stable-diffusion-v1-5 

Intel Sapphire Rapids 
(Amazon EC2 r7iz) 
https://youtu.be/KJDCGyZ2fPw  

https://huggingface.co/spaces/runwayml/stable-diffusion-v1-5
https://youtu.be/KJDCGyZ2fPw


Example: image inpainting 
https://huggingface.co/spaces/multimodalart/stable-diffusion-inpainting

https://huggingface.co/spaces/multimodalart/stable-diffusion-inpainting


Example: text-to-image generation 
https://huggingface.co/spaces/DeepFloyd/IF 

https://huggingface.co/spaces/DeepFloyd/IF


Example: Q&A 
https://huggingface.co/spaces/trl-lib/stack-llama  

https://huggingface.co/blog/stackllama 

https://huggingface.co/spaces/multimodalart/stable-diffusion-inpainting
https://huggingface.co/blog/stackllama


Example: retrieval-augmented generation 
https://huggingface.co/spaces/Ekimetrics/climate-question-answering 

Combination of semantic search, text generation and prompt tweaking! 

This could be further improved for any domain  
with a fine-tuned embedding models and/or a fine-tuned LLM

https://huggingface.co/spaces/Ekimetrics/climate-question-answering


Example: personalized marketing content with HuggingChat 
https://huggingface.co/chat

https://huggingface.co/chat


Example: coding assistance with StarCoder
https://huggingface.co/spaces/HuggingFaceH4/starchat-playground 

https://huggingface.co/blog/starchat-alpha  

https://huggingface.co/spaces/HuggingFaceH4/starchat-playground
https://huggingface.co/blog/starchat-alpha


Hugging Face on AWS



Hugging Face on AWS

AWS Infrastructure (CPU, GPU, Trainium, Inferentia)

Experiment on 
Hugging Face 

 
Hugging Face 

Spaces

Train and deploy 
on Amazon SageMaker 

 
Hugging Face DLCs 

SageMaker JumpStart

Deploy on  
Hugging Face 

 
Hugging Face 

Inference Endpoints

    Hugging Face Expert Acceleration Program (EAP)

Train and deploy 
on Amazon EC2 
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Demo: Amazon SageMaker JumpStart

https://aws.amazon.com/blogs/machine-learning/run-text-generation-with-gpt-and-bloom-models-on-amazon-sagemaker-jumpstart

https://aws.amazon.com/blogs/machine-learning/run-text-generation-with-gpt-and-bloom-models-on-amazon-sagemaker-jumpstart


Demo: Optimum Neuron with AWS Trainium and Inferentia2 
 

https://www.youtube.com/watch?v=FmjTWags__Q

Vision Transformer on food101 dataset (75K training images): 1 minute/epoch  
DistilBERT on 32-token sequences: 1ms P99 latency

https://www.youtube.com/watch?v=FmjTWags__Q


Conclusion



https://huggingface.co/tasks 

https://huggingface.co/course  

https://github.com/huggingface 

https://huggingface.co/blog 

https://huggingface.co/docs/sagemaker/index  

https://www.philschmid.de/  

https://youtube.com/c/juliensimonfr  

Getting started 

https://huggingface.co/tasks
https://huggingface.co/course
https://github.com/huggingface
https://github.com/huggingface
https://huggingface.co/docs/sagemaker/index
https://www.philschmid.de/
https://youtube.com/c/juliensimonfr


Summing things up

• AI is changing the way we build software  

• Transformer models are the de facto standard for AI-powered apps. 

• Don't believe the hype: today's "best" model will be superseded in weeks 

• No model rules them all : find the most appropriate one for each use case 

• "Small" fine-tuned open-source models are the way to go 

• AWS is the best place to train and deploy transformers! 


