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What this presentation is not about

• Is Argo the best workflow manager out there?


• Pros and Cons of different orchestrators



Context

• Data pipelines with a software engineering mindset


• Everything is code


• Automated processes for testing and releasing to production


• Increased reliability



Agenda

• “Workflows as code” orchestrators


• Thinking at different abstraction levels


• Container-Native Orchestration 


• Event based workflows



DAGs



Airflow
• Designed for long running tasks


• Everything goes through the 
scheduler (and the database)


• Airflow workers execute python

https://airflow.apache.org/docs/apache-airflow/stable/concepts/dags.html



Prefect
• Designed for short lived tasks


• Passing state between tasks and 
dynamic task generation


• Flows can be run in isolation

https://docs.prefect.io/core/concepts/flows.html#functional-api



DBT
• Each select statement becomes a 

model (task)


• DAGs are defined implicitly


• Limited by SQL 

https://docs.getdbt.com/docs/introduction



https://rittmananalytics.com/blog/2020/5/28/introducing-the-ra-warehouse-dbt-framework-how-rittman-analytics-does-data-centralization



Difference #1
Thinking at a different abstraction level



Argo Workflows
• Containers are the main building 

blocks


• Containers can be released in 
isolation


• Encourages to think about 
business processes



Orchestrator

Tasks



Difference #2
Container-Native Orchestration



Argo Workflows

Argo Workflows is an open source container-native workflow engine 
for orchestrating parallel jobs on Kubernetes. Argo Workflows is 
implemented as a Kubernetes CRD (Custom Resource Definition).

https://argoproj.github.io/argo-workflows/#argo-workflows



A little bit about Kubernetes
• Kubernetes is really good at executing long running applications


• Kubernetes is open source, every major cloud supports running Kubernetes 
as a service


• Kubernetes is highly extensible, one of the reason why it is so popular


• Custom Resource Definitions extend Kubernetes with new resources



Kubernetes Resources



Kubernetes Resources



Argo as a CRD
• Argo can leverage all Kubernetes features


• Install/run


• High availability and scaling


• Security and access control


• Can be managed as any other Kubernetes resource


• Cannot be executed outside Kubernetes



Difference #3
Event Based Workflows



DAGs so far
• DAGs are hardcoded in some kind of specification


• Every change requires a new release


• Difficult to model



Argo Events



Argo Events - Single Task
• Business purpose


• Atomic


• Idempotent


• Self-contained


• Triggered by green and yellow 
messages


• Emits red messages



Argo Events - multiple tasks



In conclusion
• “Workflow as code” orchestrators encourage us to think at a low level of 

abstraction


• Argo Workflows container-native approach encourages us to think in terms of 
business processes


• Argo Events offers a different approach to tackle tasks dependencies and 
workflows definitions



Thank you!


